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Cost accounts are the key to economy in manufacture, and are
i r;pvn sable to the inteligent and economic management of a factory

W Strachan
1 Meanma and Defintions of Cost & Accounting ; 1 02
Detinitions of Cost Accounting and Cost Ac ountancy 1.03
3 Nature of Cost Accounting 104
4 Need. Reasons for Study & Evolution of Cost Accounting 104
3 Companson between Cost Accounts & Financial Accounts ' 1.06
O Difterences between Financial Accounting & Cost Accounting 1.08

Similarities between Financial Accounting & Cost Accounting 1
= Aims and Objects of Cost Accounting 1
9 Scope & Functions of Cost Accounting 1
10 Advantages & Importance of Cost Accounting 1
11 Critcisms of Cost Accounting System 1
12 Characteristics of an Ideal System of Cost Accounting 1
13 Different Methods/Systems or Types of Cost Accounting . ‘ 115
14 Techniques of Costing 1
15 Installation of a Costing System 1
1
1

16 Steps for Installing a Costing System 18

17 Practical difficulties in Installing a Costing System i 19

18 Stepsto Overcome from Practical Difficulties e 1.29

19 Cost Center 1.20

20, Unitof Cost G 121

21 Profit Center #3 1.22
|72 Examination Questions s 122 |

It is necessary to keep proper accounts of every business or industry for its successhul

operations. Every businessman and the owner of every industry tries to know that how much
profit or loss has been occurred to him through his business or industry -Moreover he also tnes
to know the reason behind any loss or profit occurred to his business or industry so that he may
control the unfavourable causes and support the favourable reasons for maximization of profit
For this ulimate purpose of maximization of profit he adopts the system of accounting for
every transaction. Now the question arises what the system of accounting is. According to the
Committee on terminology of American Institute of Certified Public Accountants (AICPA),

“Accounting is the art of recording, classifying and summarizing in a significant manner
and in terms of money transactions and events which are in part at least, of a financial
haracter and interpreting the result thereof " Therefore the system of accounting is the

method of accounting of the economical transactions of a business and representing the
results thereof
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“Birla Institute of Management Technology, Greater Noida, India.

Abstract

The purpose of this paper is to study the influence of materialism on
consumer decision-making styles of teenagers. The conceptual model
is developed through a review of literature and is then validated in
the context of high school children in NCR, India. A total of 1.216
responses were considered. The model is validated using second-order
structural equations. The model is found to be a good fit to the empirical
data, and six out of the seven hypothesised relationships were found
to be significant. This study examines the influence of materialism on
the consumer decision-making styles and its characteristics in the case
of the teenage segment. This study is restricted to CBSE schools in
NCR and hence cannot be generalised to the whole teenage population
in India. The paper identifies the constructs of materialism and gives
cmpirical support to materialism having a direct impact on consumer
decision-making styles and its constructs. Marketers can use the
findings to segment the teenager market and devise effective strategics.
This is the first study that examines the impact of materialistic values
on the consumer decision-making styles of teenagers in India. This is
for the first time that both materialism and consumer decision-making
styles have been studied as second-order constructs.

Keywords:

Materialism. Consumer Decision-Making Styles, Teenagers, India,
Second Order. Structural Equation Modelling

*Corresponding Author: Sartaj Chaudhary (sartaj.kherajagannath.org)
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Ontology development utilizing social
network data attributed to drugs

Puja Munjal, Sandeep Kumar

Jagannath University, India

Hema Banati
University of Delhi, India

ABSTRACT

The Social networking sites have provided a colossal change in the way people seek
information regarding general healthcare. These destinations offer open doors Sor
individuals to impart insights and encounters unreservedly in online social groups which
can play a vital role in the awareness of clinical and healthcare sector. Nowadays, there
exists diversity in illness, medicines, source, symptoms and prevention methods. To cater
this diversity, the information must be structured in such a way that doctors and patients
can easily find disease and their cures according to its category. However there are various
retrieval systems which lack the use of semantics to retrieve relevant information .In this
paper, a social media enabled methodology is proposed which can detect the opinions of
user generated content on various social media web forums and further update the
ontology which will facilitate easy retrieval of relevant information regarding healthcare.
Further a modular ontology is created using protégé software for different diseases Sfrom
both infectious and non-infectious categories. This ontology also includes cures Sfor
different diseases with causes of that disease.

Keywords—Ontology; Knowledge Management; Healthcare ; Social Media; Social
Network; Protégé; Semantic Web;

INTRODUCTION

Nowadays in the field of medicine, analysis of healthcare data is playing a crucial role, both
by facilitating physicians to collect patient’s vital healthcare information and shortening the
process of the medical assessment [1][2]. There is abundance of diverse healthcare data,
collected from various sources in different formats and terminologies. In any case, the
availability and utility of the medicinal services information is extremely compelled by
absence of normal vocabulary [3]. To counter this, World Wide Web can prove to be crucial
channel, because of its reach to a vast population of drug users [4]. A number web enabled
social forums, provide a stage to pill clients will impart their experiences, questions, Also
conclusions something like different medications. The web based data has huge potential to
even monitor the illicit use of pharmaceutical drugs [5][6]. The earlier attempts of web-based
studies to gather information on pharmaceutical drugs are largely based on surveys and
manual searches. Till date very few efforts have been made to utilize computerized methods
to analyze user generated content from web forums or other social network sites which can
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inspect health related issues. Also the earlier studies for content analysis of web-based data
were limited by manual coding and lacked serious methodological strategy [7][8].

Manual extracting of data from various sources in qualitative research of web
communications requires the researchers perform rigorous steps of ‘‘reading’ a text
document, then to “*break’” it into smaller meaningful segments and finally analyzing them to
fetch meaningful information. Hence manual coding is a cumbersome task, seriously limiting
the wider application of web-based data pertaining to healthcare sector[9]. Recently many
social network platforms like facebook, twitter and web forums etc. are generating important
healthcare related information which can be critical for healthcare sector[10]. However, this
suffers with a shortcoming of data being in unstructured format, as a result the search for
correct terms becomes difficult [11][12]. Need of the hour is the formulation of a well-
organized structure, resulting from an automated and dynamical collection of information
from all possible resources. This structured information helps a user to fetch correct and
coherent information. In this paper a general medical healthcare methodology has been
proposed that can provide updated information regarding various diseases and drugs
semantically searched from social network web forums. The organization of the paper is as
follows: Section II on one hand discusses the essential background work, with brief
description of important concepts like semantic web, ontology etc. and on the other hand
explains advantages of content of the social network in the development of ontology. Section
IIT describes the methodology for utilizing user generated content for Healthcare. Section IV
contains future work and conclusion.

BACKGROUND

Semantic Web: The Semantic Web [13] is a platform generated by the W3C, resulted from
collaborative effort by a number of scientists worldwide. The key target of the semantic web
is to provide machine-readable web intelligence resulting from hyperlinked dictionaries,
which will facilitate the web authors to explicitly define their words and concepts. This
facilitates to develop smart and efficient web which can replace existing traditional linguistic
analysis.

Semantic Web Layered Structure: Generally a layered structure is represented by SW, as
shown in Figure 1; where by different degree of expressiveness is associated with each layer.
The attributes of each layer are as follows:
e Users are allowed by the XML layer, to make available storing a transferring data in
controlled form
e The very next layer from bottom is the RDF layer which critically represents data in
the World Wide Web.
e The next upper layer is the ontology vocabulary, which enables the implementation of
semantics to RDF by explicitly specifying the concepts and the attached constraints. .
¢ The logic layer establishes the rules attributed to the explicit inference.

Trust is the top most layer which give components to build up confidence in a given
verification [14].
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Figure 1: Semantic Web structure having Ontology Layer
Ontology
Ontology layer is pivotal layer of semantic web, which chiefly lays down the knowledge base
associated to a certain domain by means of providing relevant concepts [15] and attached
relations [16]. It also specifies other critical parameters required for modeling a domain. A
well-organized structure is the basis of core ontology. Following is the mathematical
representation of ontology [17]:

O=(C,=c,R, 0, <)

This representation consists of two disjoint sets C and R whose elements are called concept
identifiers and relation identifiers.
The initial step to learn ontology is to establish the subtasks, on which lays the foundation of
the complex task of further development of ontology. Developing ontology practically
includes:

e Defining and hierarchical arrangement of classes.

e Defining slots and describing permitted values for these slots.

e Assigning instantaneous values for slots.

Social Network Data

Social media content can be utilized to semantically construct a dynamic ontology with
properties of mutual sharing, reusability and improved trust value for gaining information
regarding healthcare.

The field of medical information has witnessed a vast use of semantic web since the year
2000 , based on various architectures and frameworks proposed by researchers all around the
world [18][19]. The analysis of sentiments and contents, posted on social network sites
(SNS) has proved critical to the field of physical and mental health [20]. There are several
reports of studies based on measurement or prediction of depressed mental state of a person
analysis of posts on SNS [21]. More recently natural language processing (NLP) has been
used to analyze social media postings by military personals involved in combat, critical for
national defense of a country [22].

lll. METHODOLOGY
This paper proposes a methodology to develop and augment a general healthcare ontology, as
shown in Figure 2. This methodology initializes the search process by considering the drug
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specific query and the crawler contents are extracted from social media health forums. This
information gathered is then analyzed using a sentiment analyzer, which facilitates the
detection of the opinion about a particular drug. The important keywords extracted in the
process will be ontologically organized to form the drug specific knowledge base. This
ontology can be further utilized by the users

&
Multi Agent Emimament‘& &

‘User Generated
Textua! data

Social Network Data Health care Ontology
Development

FIGURE 2: Methodology- Social media content enabled healthcare ontology

There are multiple phases involved in the creation of an ontology. The initial phase is the
requirements analysis phase where main components required for ontology are identified
which are concepts, relationships and hierarchies. In the design phase, classes of the ontology
are defined. In the final development phase, structure of the ontology is developed using the
OWL language.

In this work we have successfully developed the structure of ontology using Protégé! which
is a free open source software to create intelligent systems. Protégél can create complete
knowledge based system fully supporting latest OWL 2 Web Ontology Language and RDF
specifications from the World Wide Web Consortium in which the default class is named as
OWI.: Thing Like in Java Language we have object class which is referred as a superclass of
all the classes present in the language. Similarly, “Thing” is defined as the default parent
class in ontology hierarchy. In this ontology, three main attributes have been taken into
account which are:

i. Causes
ii.  Disecases
iii.  Drugs

' Disease || Cause

o
P Ve,

nrugs

Figure 2: Three main attributes in developing a healthcare ontology
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Each subclass is having “is a” relationship with owl: Thing and their associated parent class.
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Figure 3: Graphical Representation of a class named Disease in Healthcare ontology

developed using Protégé!

IV CONCLUSION AND FUTURE WORK

Ontologies play a significant role in biomedical research over different applications. There is
great requirement of semantic reconcilability in the domain of different healthcare systems
that share information and knowledge. This social media driven information accumulation
can accelerate the updating of particular ontologies that can be utilized to develop
heterogeneous systems. This work is having a high potential of developing an automated
system whereby the opinions for specific diseases and drugs will be collected from online
social media. This will save the critical time spent by a person searching about the medical
advice by visiting individual social network sites.
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Abstract-Reducing noise from images still prevails as a
challenge in the field of image processing. Image

@ rocessing proves to be very successful in allowing an

extensive range of algorithms to be applied to the input
data set in the form of image and retrieve crucial results.
These algorithms tend to avoid problems such as noise and
signal distortion. An image obtained after noise removal
has higher clarity in terms of both interpretation and
analysis for study in different fields such as medical,
satellite imaging and radar. This paper attempts to analyze
the efficacy of different filtering techniques on the image
containing 04 types of noises Gaussian, Poisson, Salt &
Pepper and Speckle. The performance of filtering
techniques Median, Average and Wiener is evaluated by
performance measuring parameters execution time and
entropy.

Keywords-Noise Removal, Filtering techniques, Execution
Time, Entropy, Median Filter, Average Filter, Wiener Filter

[.INTRODUCTION

st images remain affected by the presence of noise i.e.

- -wanted signals leading to challenging analysis of images.

Image de-noising is a process of removal of unwanted
disturbances from the image making image interpretation and
analysis easier. The process of image de-noising is achieved
by filtering the unwanted noise and accentuating the features
and quality of an image [1]. Filters help in providing
advancement to visual enhancement and interpretation further
laying down the foundation for image segmentation. This
further accomplishes different processes such as interpolation
and re-sampling. The type of filter to be used during analysis
depends upon the behavior of data in the form of image. Two
major categories of filter are linear and non-linear filter [2].
Linear filter works on the principle of superposition property
and shift invariance utilizing the concept of convolution
masks. The usage of this filter depends upon whether
preserving the edge is a priority or smoothing the image is.
Uriike the linear filters, non linear filters focus upon either the

978-1-5090-3978-4/17/831.00 ©2017 IEEE
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median or rank order filtering. In case the original image
contains large amount of noise but is low in magnitude, a
linear filter must be adopted. Whereas if the image possesses
less amount of noise but is high in magnitude, then a non
linear filter would suffice the analysis [3]. The noise may be
random variations in the image making the visual and pictorial
interpretation laborious. In this paper, different types of
filtering techniques such as Median, Average and Adaptive
filters are applied to an image having Gaussian, Poisson, Salt
& Pepper and Speckle noise. To evaluate the results
measuring parameter entropy has been used. Further execution
time is also critically evaluated for comparison of each filter
with the help of graphical analysis.

II. TYPES OF NOISE IN IMAGE

Unwanted signals in an image are noise It is defined as
random variations of information in an image. Noise can occur
due to variations of brightness, contrast or color information in
an image. There are several ways that can add noise to any
image such as electronic transmission, film grain, sensor heat
and radio astronomy [4].

Fig 1. Original Image of Cameraman

There are different varieties of noise:
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A.  Gaussian Noise

The Gaussian noise in an image is introduced during
acquisition of digital images. It is an analytical noisewhose
probability density function is equal to Gaussian distribution
[5]. This noise can be modeled by adding random values to an
image.Gaussian noise shown in Fig. 2.

_ 1 _(z=u)?
Z gVzm 202

={1)

Probability Distribution Function

Fig. 2 Cameraman Image with Gaussian noise
B.  Poisson Noise

The other name of Poisson noise is also photon noise. This is a
signal dependent noise as shown in fig.3. This occurs when
finite number of particles carrying cnergy fall less to give
boost to the statistical fluctuations. The value of Poisson
-~ distribution is always higher than the Gaussian distribution

[6].

Fig 3 Cameraman Image with Poisson noise

C. Salt & Pepper Noise

It is also known as spike noise. This noise occurs when there
exist dark pixels in bright region and vice versa. This further
indicates that sudden disturbance in image signals give rise to .
salt and pepper noise shown in fig. 4 ]‘

Fig.4 Cameraman Image with Salt & Pepper noise

D. Speckle Noise

Speckle Noise is a crude noise which corrupts the element of
medical images in general. This noise occurs due to modeling
of reflectivity function. Presence of speckle noise in an image
hinders the image interpretation as shown in fig. 5. It can be
modeled as:

g(n,m) = [ (n,m) * u(n,m) + £(n,m) —(2)
. X oy

Fig.5 Cameraman Image with Speckle noise
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I1I. FILTERING TECHNIQUES

De noising is a process of removal of noise from an image.
This helps in upgrading the image quality and making the
image interpretation casier for analysis [7]. Several filtering
techniques that exist are:

A.  Median Filter

Median filter also known as edge preserving filter is a
nonlinear method used in the process of de noising. It
proceeds in a way that every pixel is reacquired by the median
value of neighboring pixels [8, 9]. Median filter proves to
preserve the edges and lines of an image in best possible way
thereby removing the outliers. It can be stated as:

y[m,n]=median{x[i,j].,(i,))ew}—03)

'\.* Where, w is neighborhood focused on the location [m, n] in an

image.
B. Average Filter

Mean filtering is a process of smoothing images by
compressing the extent of intensity variations among the
neighboring pixels. This filter proceeds in a way that every
pixel is replaced by the mean of neighboring pixel including
itself [10]. There exist certain issues while implementing the
mean filter. They are:

i) A single pixel with peculiar value can influence the average
value of all pixels in the neighborhood.

ii) Edges might get blurred while interpolating the new values
[11]. "«

C. Adaptive Wiener Filter

Fig. 6(b)Noise removal With
Median Filter

Fig. 6(a) Cnmernmanlmnge
With Gaussian Noise

Removal of blur due to linear motion in an image can be
efficiently achieved by Wiener filter. This proceeds in a way
that optimum solution is acquired between converse filtering
and polished noise [12]. It is a continuous assessment of the
actual image which can be stated in Fourier domain as:

_ Ha(f1.12)5xx (1 f2) -
UH /2D Sxx (i f2)+ Sn(F1.f2)

+ w(fif2) @)

The major drawback of this technique is that it is singular in
nature, hence focusing on the use of generalized inverse
filtering [13].

IV. RESULTS & DISCUSSION

The cameraman image with 04 different noises i.e. Gaussian,
Poisson, Salt & Pepper and Speckle noises is considered. To
effectively remove these noises from these images, three
different filtering techniques i.e. median, average and wiener
are applied. All the three filters behave differently for each
type of noise. The comparative efficacy of these filtering
techniques is done by determining the parameters, time of
execution and Entropy .summarized in Table I by determining
the parameters i.e. Time of execution and Entropy.

Fig. 6(c)Noise removal With Fig. 6(d)Noise removal With Wiener
Average Filter Filter

Fig. 6 Removal of Gaussian Noise From Cameraman image with different Filters
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Fig. 7(d) Noise removal With Wiener
Filter

Fig. 7 (a) Cameraman Image Fig. 7(b)Noise removal With

o 7 . "
With Poisson Noise Median Filter Fig: Te)Noise removal With

Average Filter

Fig. 7 Removal of Poisson Noise From Cameraman image with different Filters

Fig. 8 () Cameraman Image Fig. 8 (b)Noisc removal With Fig.8 (c) Noise removal With Fig 8 (d) Noisc removal With Salt
With Salt & Pepper Noise Median Filter AverageFilter &Wiener Filter

Fig. 8 Removal of Salt & Pepper Noise from Cameraman image with different Filters

Fig. 9 (a) Cameraman lmgc Fig. 9 (b)Noise removal With  Fig. 9 (¢)Noise removal With
With Speckle Noise Median Filter Average Filter

Fig. 9 (d)Noisc removal With Wiener Filter

Fig. 9 Removal of Speckle Noise from Cameraman image with different Filters
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TABLE I: EXECUTION TIME OF DIFFERENT FILTERS OF
CAMERAMAN IMAGE WITH DIFFERENT NOISES

Type of Noises Type of Filters
Median Average Wiener
Gaussian 0.1388 0.13631 0.92193
Poisson 0.14914 0.16771 0.14113
Salt & Pepper 0.11961 0.12426 0.91137
Speckle 0.09535 0.14118 0.08193

Poisson Sait & Pepper Speckle

Fig. 10: Graphical Analysis of Execution Time

From Table I, it has been observed that the median, average
and wiener filter behave differently for Gaussian, Poisson, Salt
& Pepper and Speckle noise. This fact has been evaluated by
performance measuring parameter i.e. execution time. For
Gaussian noise, Median, Average and Wiener filter, the
execution time is 0.13886 sec, 0.13631sec and 0.92193 sec
respectively.

For Poisson noise, Median, Average and Wiener filter gives
the execution time 0.14914 sec, 0.16771 sec and 0.14113 sec
respectively. For Salt & Pepper noise, Median, Average and
Wiener filter execution time 0.11961 sec, 0.12426 sec and
0.91137 sec respectively. Similarly for Speckle noise, Median,

s#™\verage and Wiener filter gives the execution time 0.09535

sec, 0.14118 sec and 0.08193 sec respectively.

TABLE Il :ENTROPY OF DIFFERENT FILTERED CAMERAMAN
IMAGES WITH DIFFERENT NOISES

Type of Type of Filters
Noises Median Average Wiener
Gaussian 0.14397 7.01561 6.88412
Poisson 0.21365 7.02671 4.23211
Salt & 0.1689 6.5946 7.1983
Pepper
Speckle 0.32168 7.8623 7.2341

o .
-
g
B EMedian

: ¢ M Average

B Wiener

Salt & Pepper Speckle

Fig 11: Graphical Analysis of Entropy

From Table II, it has been observed that the median, average
and wiener filter behave differently for Gaussian, Poisson, Salt
& Pepper and Speckle noise. This fact has been evaluated by
performance measuring parameter i.e. entropy. For Gaussian
noise, Median, Average and Wiener filter, the entropy is
0.14397, 7.01561 and 6.88412 respectively.

For Poisson noise, Median, Average and Wiener filter gives
the entropy 0.21365, 7.02671 and 4.23211 respectively. For
Salt & Pepper noise, Median, Average and Wiener filter has
entropy 0.1689, 6.5946 and 7.1983 respectively. Similarly for
Speckle noise, Median, Average and Wiener filter gives the
entropy 0.32168, 7.8623 and 7.2341 respectively.

VI.CONCLUSION

Noise removal serves as one of the crucial step for improving
the quality of an image for visual interpretation. Effective de-
noising can be achieved by filtering out the unwanted signals.
From the analysis, it clearly depicted that among all the noises
(Gaussian, Poisson, Salt & pepper and Speckle) speckle noise
give the best entropy for median, average and wiener filter. For
median and wiener filter least execution time is taken in
comparison of other filters. Salt and pepper noise gives the best
results on average filter.
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A comparative study of security features provided by
different cloud services to Enterprises

Vansh Sirohi, Tanya Jain, Rachita Arora, Puja Munjal
Department of Information Technology
Jagannath International Management School, Vasant Kunj
New Delhi-110070, India

Abstract— Cloud computing is a rapidly growing technology
which offers enterprises to outsource their data and software to
the cloud server while enabling them to respond to the changes
occurring in  technology and operational environment.
Organizations are expected to pay as per their use while utilizing
the service offered by cloud service providers (CSP). But the main
concern while outsourcing their data to the CSP is security which
needs to be addressed since their data will be processed by the
third party cloud. This paper presents comparison of the services
provided by three renowned CSP. Also this research study
facilitates an enterprise to choose the best CSP based on the most
important security parameter,

Keywords— cloud computing; security; enterprise; cloud
service providers (CSP);

. INTRODUCTION

Cloud Figuring out/calculating has come out as an order of
the day for service ruled figuring out/calculating where figuring
out/calculating (basic equipment needed for a business or
society to operate) and solutions are delivered as a service [1].
Nowadays a number of enterprises are encouraging the use of
cloud computing as a feasible option as not only it reduces costs
but also improves 1T and business buoyancy. Cloud computing
facilitates in providing the utilities to the information
technology industry hence reducing the upfront cost of
computing from deploying many cutting-edge 1T service,
furthermore it allows new functionality that isnot even within
reach as of now. However, there are few major hindrances in
the way of broader cloud adoption viz. security,
interoperability, and portability [2][3].

In addition, the degree to which cloud computing can be
subsumed into the business activities at all organizational level
1s what alignment between business and cloud computing 1s all
about [4]. Strategic 1T alignment is a pivotal element for the
cfficacious application of IT in a company [5]. As per the
theories about organization fit, the success of calibration mainly
depends upon the fit between the technology and the company.

Besides the overwhelming business and benefits of the cloud,
the security and privacy concern has been one of the dominant
impediments in its universal adoption. Especially for the
outsourced data services, the owner's absolute control over
their data is at last renounced to the cloud service providers
(CSP’s) [6]. In this paper Security parameters in cloud
computing arc explored and on the basis of same comparison
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between different architecture based CSP which are AWS,
Rackspace. Salesforce is done.

II.  RELATED WORK

Many new technologies are emerging in the booming IT sector
including cloud computing which is set to reform the way we
work in an enterprise. Almost all the vendors and enterprises
arc running to be a part of cloud friendly environment while
neglecting their own economical processes and the values
bought by cloud services which can be defined through two
characteristics: utility and guarantee [7]. Whereas cloud
computing has a major influence on an organization to make
i's working easter it might as well cause a number of changes
in the enterprise which provides it with numerous advantages
as well as disadvantages to employees, employers and the
enterprise. The major concern while using cloud computing is
security. Therefore, a general model with seven key factors for
cloud adoption is developed to support decision makers to
investigate cloud adoption decisions [8]. A comparison
between history of electrical power to the cloud computing and
all the risks involved while choosing a discreet cloud service
provider (CSP) [9]. In order to dodge the cloud computing
failures an enterprise should first verify cloud security and
analyze the security issues which are involved in the process of
adoption and plan ways to resolve all of them before
implementing it in the organization. Before moving to
enterprise cloud computing planning should be done and this
movement should be gradual over a period of time [10].

Data confidentiality, non-repudiation and integrity should be an
enterprise’s first priority while choosing a cloud service
provider and to overcome all the security and privacy issues of
cloud computing an enterprise should not only expect assurance
from cloud side but verification and authentication from both
CSP and the enterprise itself [11]. The technique to secure user
data while using cloud computing is to sign the data using
digital signature in association with certificates and establishing
a secure authentication channel between TTPA and cloud
server by sending and receiving challenges and responses [12].
I'o support the makers  while adopting  cloud
computing services a general model for cloud compnting
adoption specifying seven key factors is developed [13]. The
theory of the alignment of cloud computing is extended in order
to improve the after-sale services of a cloud service provider in
return which would enhance the alignment of cloud computing
in enterprises and other industries with the help of Task

decision
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technology fit (TTF) and
compatibility (TOC) [14].

The lack of de facto standard is the biggest challenge in cloud
computing. Therefore, a number of architectural features are
classified which would play a major role in the decision making
for an enterprise while adopting the cloud computing services
and it is beneficial for the cloud service providers too since it
gives the basic idea for creating future architectures [15]. To
allow the continuity of a business by dodging the security issues
an enterprise should do regular security updates and apply new
patches [16]. Enterprises can movie slowly towards cloud by
initially kecping the highly confidential information to
themselves and storing less secure data in cloud [17]. Number
of studies has been conducted to state the risks offered by cloud
computing revolving around privacy and security aspects
forgetting the diverse legal, operational, organizational and
technical areas which are causing major risk 1o the failure of
cloud computing [18].

Technology  organization

I1I.  PRINCIPLES OF SECURITY

There are mainly 4 factors which can facilitate the security in
cloud services for the enterprise.

Confidentiality # Accountability. |

|
Accessibility ¥ Trust

Fig. 1. Principles of Security

!. Confidentiality. Since the enterprises using cloud
computing store their data in third party cloud therefore
cloud service providers must ensure that the permission to
access that data should only be granted to the authorized
eople and not 1o the others and these authorized people are
“expected to be trained against all the below listed risk
factors which might cause their data to be passed into
unauthorized hands.

a. Confidentiality is directly affected by the
leakage of data caused by an error occurred by
human or hardware.

b. The threats from inside user which could be
customers,  administrators,  developers and
environment managers are called inside user
threats.

¢. Hardware attack, social engineering, chain
attacks rooted on cloud service provider
containing sensitive data like personal
information, sensitive government or card
details are called external user threat.

2. Accountability: At the time of server crash to guarantee
minimum loss of data and to maintain the accountability
and integrity of that data it is protected physically and
cryptographically, Therefore,  with the help of file
permissions, user access controls and version controls the

accountability of data at the time of server crash or

clectromagnetic pulse ensures the accuracy, consistency

and trustworthiness of data. Data integrity plays a vital role

in the working of enterprise cloud computing and if any user

introduces a faulty component in the system it will affect

the integrity of other user’s data. Ex-employees of cloud

service providers could damage their data sources due to

the lack of access. Due to lack of scgregation of data,

integrity can be risked,
3. Accessibility: Availability of the data on a software or
hardware to any authorized organization is the property of
accessibility of data which is maintained by communication with
bandwidth. Due to natural calamities or hardware issues causing
system crashes, bottlenecks and system redundancy backup data
is provided. Due to insecure office environment cxternal or
internal physical disruption can happen,
4. Trust: It is the factor which defines relationship between an
enterprise(customer) and a CSP. CSP should always be capable
of gaining the trust of an enterprise(customer) by providing
services or features in such a way that the enterprise(customer)
believes in the working process of the CSP. CSP are given a
task which requires at-most level of trust between CSP and
enterprise(customer) that is a CSP handles highly contidential
data of an enterprise(customer) so which makes trust a pivotal
principle to work on

V. SERVICES PROVIDED BY CLOUD
1. SaaStSoftware as a Service)

The cloud provider mstalls and manages the software which
1s rented to the enterprise as a form of SaaS (Software as a
Service), also the better part is that it 1s not needed to be installed
on every system before use. While using SaaS user can access
their data anywhere and everywhere through internet and when
the device on which the data is being accessed is misplaced still
no data is lost. Enterprises can rent various apps according 10
their usage such as email, calendaring or business applications

2. laa¥ (Infrastructure as a Service)
laaS is used for accessing, monitoring and managing the
infrastructure equipment. With this digital concept a user can
access their computers, storage and infrastructure. It provides a
centralized platform for the operating systems, networking,
security and servers, in such a way that it reduces costs.

2. Paa¥ (Platform as a Service)
Paa$ i1s a model which facilitates development of applications
and services by providing a specific platform. User can access
their data which is hosted in the cloud via any internet
connection. PaaS uses point-and-click tools 1o establish web
applications like Database development and testing,

a
AR --

Fig. 2. Serviees provided by Clowd
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V. COMPARATIVE STUDY OF 3 CSP

There are various cloud Service providers to the enterprises few

names are Microsoft Azure service platform, cloud sigma, E24
cloud, Google cloud platform ete.
In this rescarch study mainly three diversified cloud service
providers are taken which are AWS, Rackspace and Salesforce
on the basis of cloud service model they provide
al  Amazon Web Service: (AWS) is among one of the
most opted providers [19]. It mainly facilitates
laaS.
b)  Rackspace: is providing Paa$ and thousands of
organizations, including global enterprises are
using Rack space [20].

¢)  Salesforce: is the consumer based service
provider (SaaS) and is ranked World's No, | CRM
(Customer Relationship Management) platform

[21].
Table | HNlustrates the comparison study based on 4 Principles
of Security L.e. Confidentiality, Accountability, Accessibility
and Trust. Further in Table 2 Security being the major concern
while an enterprise selects to migrate on cloud. it should not
befuddle about the responsibilities of the user and the CSsp
[hese responsibilities are differentiated on the basis of services
(laaS, PaaS, SaaS) opted by enterprises(customers) and
provided by CSP. This table put forward the cloud security
responsibilities of CSP and enterprises (customers)

Table 1. Comparisons between Principles of Security for Cloud Service Providers

b e

| Lldentity and Access Control:

' ‘

>
-

=

- 2. Two-Factor Authentication:

E 2. Managed Security Service:

= I. DDoS Mitigation (Distributed Denial Branch detection-active Search for It offers ‘-\“'”'l““""L'I“”L"l_ (verilying
= of Service attack): threats 24*7 and Minimizing breach someone's wdentity) which calls tor that all
< | Windows | login attempts have cach usernames and
o

* AWS provides IAM(Identity Access

* AWS mutli factor authentication. control.

| It is & way to make an internet service
unavailable via devastating it with wraffic

management) which is permission 1. Access Control: ¢ Password length
based access control system It provides permission based access * Password complexity

1. Password Policies:

* Password expiration

passwords and a 2nd (ven g someone's

storage. |

Customer Secur
| response to threy

s PR one e identity) aspect. this could be (accomphshed
e L h ‘e =3 .
or gained with effort) by using the
| Salesforce.
|
| 3 [l 4. My Domain:
| |. Data Encryption: I. Host and network protection: | |
L | Amazon 53 (turns into secret code) your They provide (raised, fat supporting | Custom domain can draw speeial attention
| J
i 3 T o T K.
records on the item level as it writes it o | surface) which 15 targeted ar non- to your brand and secure yvour organization
disks in its data centers and (changes harmful programs or apps atiacks and this can be done by My domain.
A S radition: hack-and-f
= secret codes into readable messages) it for even  traditional  (buck-and fsml:
E you when you access it through server side conversation to agree on something) | 2. Login [P Ranges:
b B ) N S e . S1h SQ 2 I ey .
= (turning messages into secret code) (suceess plans/ways of reaching goals). ) ) ) ‘
= Through this  Rackspace provide User can login to salestorce from their 1P
g advance host and network protection addresses ypieally your corporate neiwork
! st VPN Thic will rec ST v
2 2. Cryptography: or VPN, This will restrict the unouthorized
= 2. Vulnerability management: ACCERN
< Cryptographic  keys. AWS  provides Uses scanning and agent technologies
Amazon cloud HSM (Hardware Module) W understund - your  (surrounding | 3. Decrease Session Timeout Thresholds:
which provides Secure cryptogruphic key | conditions) and custom-d gn then Sometimes - user don't log  off  their

computers, by e

» Operations Center e the automatically

closing sessions you can protect  vour

compuler programs from approved sceess

Hacks
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; 7 kT S A R SR ST e e T ]
AWS(IAAS) RACKSPACE(PAAS) SALESFORCE({SAAS)
z 4 . ) 1. Global Infrastructure.
= 1. Data transfer at just the right speed. ,
= : ¢ 2. 24 %7 x 305 Cyber Secunty 1. 24 x 7 data availability across the
= 2. User can control their place of data. o b
= 3 Eliiilnss il resiiniion Operations Center (CSOC). globe.
g ' Rt epieon, 3. Multiple layer redundancy
- .
1. Log management:
L. AWS Macie: 3 Y
It works on the principle of Artificial Rauksi_mcu Will, ioliess hlanda.rd 1. Educate Users About Phishing:
; N ; W e operating system logs and work with
Intelligence in which security 15 provided A s
' through machine learning techniques thus ; u‘ Tll- -‘?i );:(l ' :J"d o ‘:'_l _1“"\ _[1”?)' Salesforce  highly  advocates  phishing
b ! o providing new discoveries and cxploring b “_ L‘u Aldog atd ID' feinRc:ior education fur all Salesforce users. Most
Z of sensitive data. one: et ,W”h additional - retention computer-attacks use harmful programs or
' E: facility availuble, apps (evil and cruel software) to infect a
2. Amazon Inspector: R — computer with evil and cruel code designed
] It automatically  applications  for i ' to steal passwords, data, or disrupt a whole
¢ | vulnerabilities or deviations, Self-capable of acting on Anomalous computer/network,
| - events on enterprise behalf on Pre-
9 e approved actions.
Table 2. Responsibility Matrix of CSP and Enterprises
‘ pi i [ Sngs PaaS Vit daas On-Premises
A G HA ; ! 2 !
f bty e i CSP E CSP E CSp E csp I E
: v v v ‘ v
ez | |
A1 E
v v v v
| v v v v
Ce
{ v v v v v v
v v v v v
1 5 v v v 7 7
) E\ :
' i i
i) i v v v v
v v v v
v v v v
! v v v v
CSp Cloud Service Providers
8 Enterprise |

V1. CONCLUSION

Cloud Computing is creating worldview of conveying IT
administrations to shoppers as a utility benefit over the Internet.

The colossal advantage of cloud figuring is that the cloud offers
assels to numerous clients whenever progressively and as
indicated by client needs.
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Likewise, clients just pay for the administrations that they
require. Nonetheless, paying little heed to the way that the cloud
offers a few advantages for endeavors from adaptability to
diminishing cost, moving a current framework to the cloud isn't
a simple assignment for the reason that there are various
variation challenges in various spaces and the most important
challenge is Security.

Security being the major concern for an enterprise to migrale
on cloud, this preliminary rescarch work cnriches the
knowledge of an enterprise about what Security features will be
provided if they choose (IAAS or PAAS or SAAS) cloud
service for the enterprise. This comparative study was done on
3 renowned companies providing  different services and
illustrated the services based on 4 principles of security i.e.
Confidentiality, Accountability, Accessibility and Trust.

This research paper facilitates enterprises in figuring out what
kind of security their Enterprise data neced in order to
successfully migrate to a cloud and will support in decision
making process of an enterprise.
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Abstract— Aadhaar System provides many positive solutions
to citizen of India and has various positive impacts for India. It
manages benefits in more efficient and easier way for India but
making it mandatory to avail benefits might be a major security
issue and might not be a right decision. It makes the Aadhaar
database main target for exploitation and increases the security
risk behind it. Another major security issue against privacy rights
is forcing Aadhaar mandatory to file taxes. Identification and
Authentication are basic independent and necessary information
required for any communication. It is required at the time of
request by any requestor to access services. As per the security
principle and standard notion of digital authentication, one must
provide both identification and authentication. Requestor can
provide user id, login id, email id etc but authentication should
always be a conscious process. Process execution must execute
with active participation of a user. In the current scenario, the
way government is forcing to link Aadhaar Card with different
services, while using the Aadhaar details they rarely involve active
participation of the owner. Apart from Authorization and
Authentication, there are so many other security issues lying at
different levels and which are to be taken care of. In this paper the
solution to various security issues are proposed and suggested to

implement in UIDAI system.

Key words ——
Identification.

Cryptography,  UIDAI,  Authentication,

i INTRODUCTION

\adhaar project is for the citizen of Indian to provide first
biometric identity to ali [1]. At the same time population is
growing exponenially hence it is became important to review
minutely the availability and implemented features of the
UIDAI project. It is must that the project should be extendible,
secure, reliable, scalable and interoperable. The whole
Cnterprise, Application, Data and Security architecture should
be reviewed. Application architecture should properly
understood and reviewed at Central as well as State/UT level in
terms all features and specifically security. The System level
interaction based architecture has also to be reviewed in terms
of features like its interaction with UID and partner system.
While deployment of architecture, what applications are
required at each level, working of central unit, working of state
and union territory unit and application release strategy. After

Dr. Vinay Kumar Authors

Vivekanand School Of IT
Vivekanand Institute Of Professional Studies
VIPS, GGSIPU
New Delhi, INDIA
Email ID: vinay5861@gmail.com

understanding the entire UIDAI System, it is must to
understand the revised security requirement and protection of
information to have a much reliable, scalable and secure
system. In this paper the discussion is composed of Existing
Aadhaar Application, Existing Security Features, Drawbacks of
existing UIDAI System, Issues related to security breach to
privacy, Key Security considerations to meet the entire
enterprise data security of UIDAI System, Privacy protection
from different level of security threats, We proposed scourity
architecture with the suggestions of different security algorithm
which if might get implemented can provide better security
controls at different levels and better privacy controls to the
personal data. The paper is organized in five sections. Section 2
includes the concept of Aadhaar application, Existing Security
Features, Drawbacks of Existing Security features. Section 3
includes the Key Security consideration required to be
reviewed by Enterprise architecture, Issues related to Security
breach an Authentication process in UIDAI Section 4 includes
the proposed security architecture and security algorithm to be
implemented at different levels. Section 5 includes conclusion
with the future benefits of UIDAI system and Section 6
includes acknowledgement.

II. AADHAAR APPLICATION, EXISTING SECURITY
FEATURES AND ITS DRAWBACKS

A, Aadhaar Application

Aadhaar Application runs on commodity multi-core blade
Linux servers with 8086 64-bit architecture on a 10 Gbps (Giga
Bit per Second) network. It is written in Java language using
open source components and frameworks. The partner
ecosystem is explained in Fig.1. The System has the large scale
OS with large-scale storage i.e. SATA (Serial Advanced
Technology Attachment) with the smaller storage having SSDs
(Solid State Device). The application has heterogeneous
compute and storage infrastructure and it works uniformly as a
compute/storage cluster.

The Existing system has approximately 30,000 enrolment
stations deployed by registrars, around 10,000+ trained and
certified operators and supervisors to operate the Enrolment
Station[1][2][4]. Enrolment station enrolls approximately 50
people in a day and approximately 1 million enrolments per
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day on the field. The growth of population is natural and the
existing architectures is required to be revised to enhance
scalability and extendibility.

Adtomated Bumcne  Identficat
PARTNER ECOSYSTEM Sysacm G

Letter Asdiur T py— Comsct
Delbwary p:.” — l Ams 1 J[amsz ) Anss :“m
mmmern ad cmare

Frevimens Aushesscaton NPCI
tarciimers Crcrmr B T ASA AUA Devee
Agency Cen e o Testing
o &Cent

EROLLMENT ECUSYSTEM AUTHENTICATION ECOSYSTEM

Fig 1. Working of Partner Ecosystem

B. Existing Security Features in UIDAI

P

Implementation of 2048 bi Public Key Infrastructure
(PKI) encryption of biometric data during transit.
Availability of End to end encryption from enrolment to
Central Identities Data Repository (CIDR). [2][3][14]

Trusted network carriers i.e. Authentication Service
Agencies (ASAs) between Central Identities Data
Repository (CIDR) and Authentication User Agencies
(AUAs). Effective precautions against denial of service
(DoS) attacks.

HMAC (Hash Message Authentication Code) based
tamper detection of PID (Personal Identity Data) blocks,
which encapsulate biometric and other data at the field
devices[12].

Registration processes and authentication processes of
AUAs.

‘Hash of Aadhaar number generated using (Secure Hash
algorithm) SHA-n is stored in CIDR.

Storing of Audit trails in SHA-n encrypted form, with
HMAC based tamper detection.

Biometric data is stored in original form whereas
password and PINs are stored in HASH form.

Protection against replay attacks is implemented by
unique session keys and HMAC for Authentication
requests.

Vertical partitioning or 100 way shard is used to store
Resident data in which first two digits of Aadhaar
numbers are used as shard keys.

ReflDs i.e. coded indices are used for an enrolment and
update requests link to partitioned databases.

All system and its administration accesses through a
hardware security module (HSM) which maintains an
audit trails.

All analytics carried out only on anonymsed data.

C. Drawbacks of existing security measure

I11.

Unauthorized and surreptitious examination, log and
audit trails and transaction records leads to profiling and
surveillance against targeted people or against
individuals.

There are no security measures which have been taken
against insider attacks. It might results as the biggest
security and privacy threat.

There are no security measures taken to protect keys
used to decode encrypted data as most of the
cryptographic encryption techniques are used which
uses keys to decode them.

All the Hardware Security Modules are under
administrative control. We cannot rely on insiders as
they might get compromised by insider attacks.

Non existence of strong tamper detection and frequent
audit of field devices. Enrolment agencies are required
to ensure whether the field devices are working as per
the norms and specifications or not. The system does
not provide any assurance that whether any possibilities
of data leakages exists or not.

In the CIDR in spite of crucial user credentials like
Biometric information only non-invertible intermediate
representations for matching of data should be stored.

KEY SECURITY FEATURES REQUIRED TO BE
REVIEWED IN EXISTING ENTERPRISE
ARCHITECTURE OF UIDAI

A holistic approach is required to meet the entire enterprise
data security of UIDAI System based on Hadoop and the key
considerations (Fig. 2) to secure the entire UIDAI Ecosystem

are[1](2][3](81(20]:
| Mekiy | [ g |
a:: [ [—— | Tim
Mbniang
| OSey | | AppbcimSariy |
| Wk ziruciue Seoriy |
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Fig. 2. Key Considerations to Secure UIDAI System

Authentication: A single point of authentication should
be available in the system. This point is of
authentication should be aligned and integrated with the
existing UIDAI identity and access Management.
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* Authorization: A role based authorization is required to
be enforced in the system. To provide access to the
sensitive data the system should also have a fine grained
access control.

e Access Control: Who can do what on UIDAI Dataset
and who can use the Dataset, how much of the
processing capacity should be available in the clusters
are required to be controlled.

* Data Masking and Encryption: Proper encryption and
masking techniques on biometric and demographic data
of an individual’s are required to be deployed to ensure
secure access to sensitive data for authorized personnel.

e Network Perimeter Security: Perimeter security is
required to be deployed for the overall Hadoop based
UIDAI system. It is necessary to control how the data
can move in and move out of the ecosystem to the other
infrastructures.

Design and implementation of the network topology is
required to provide proper isolation between the UIDAI
system and rest of the enterprise.

To prevent unauthorized traffic, proper network level
security is required by configuring the appropriate
firewall rules

» System Security: It is required to harden the Operating
System and the applications installed in the UIDAI
system to provide system level security. All
vulnerabilities of Operating System and applications are
required to be addressed.

e [Infrastructure Security: Strict infrastructure and
physical access security is required to be enforced in the
Data Centres.

® Audit and Event Monitoring: To provide Audit
Reports for various activities like accessing and
processing of data, retrieving of data a proper audit trail
is required. It is also required for any changes that occur
within the UIDAI Ecosystem.

A. Issues related to the security breach of privacy:

a) Identification without consent[12]:

* Global Aadhaar ids should be used to track individual
activities across multiple domains of services (AUAs) as
arises due to existence of correlation of identities across
domains by available possibilities. Possibility of use of
Identification without consent is more likely to arise as
Aadhaar ids are valid across all domains.

¢ There is always the possibility of illegal use or
unauthorized use of demographic data or biometrics in
the System. It may be because of not an appropriate
match of fingerprints, iris scans, or photographs of an
individual. The inappropriate matching process with the
Aadhaar or AUAs database can lead to identification
without consent.

b) Surveillance without legal or authorized sanction:
Illegal use of stored authentication and identification
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related information, trails of an individual with respect
to location, time can be used track and put individual
under surveillance without legal or authorized
sanction.
c) Possibilities of Insider Attacks: The most dangerous
threat is the involvement or possibility of insiders
attacks. The other party’s attacks are only possible or
more likely due to involvement of insiders. Insiders are
the elements who have access to all components of the
Aadhaar System.

.

B.  Privacy Protection:

Privacy protections are required to strongly protect stored data,
logs and transaction trials data. [12] Privacy Protection is not
only required for Aadhaar or AUA’s database but also for
internal and external attacks. Insider Leaks, System Hacks,
Tampering with authenticated records and audit trails are
certain factors due to which it is difficult to trust the existing
UIDALI system.

Pre-approved, audited and tamper proof digitally signed
computer program are required to perform proper authorized. It
is difficult to trust the Enrolment Agencies, Enrolment Devices,
Point of Sale devices and various government or private AUAs
from the view of data privacy, protection and security point.

All government and private Authentication User Agencies
(AUAs) are also can’t be trusted with biometric, demographic
data, sensitive and private user data related to its medical and
immunization records. To ensure the trust and reliability of the
system, strong legal frameworks and policy frameworks are
required.

Pre-approved, audited and tamper-proof programs should only
be allowed to perform correlation of identities. 1t is essential
for carrying declared data analysis otherwise it should not be
possible at any cost in other situations.

C. Existing Authentication Process in Aadhaar:

Aadhaar authentication is the process of verification wherein
Aadhaar number along with demographic, biometric and OTP
details are submitted to the UIDAI’s CIDR.[12] CIDR verifies
whether the data submitted is matches with the data available in
CIDR or not. If it matches, the system responds back in Yes
otherwise in No. This authentication is used in various ways by
service delivery agencies. Few are:

a) Authentication process used to match Aadhaar number
and the demographic details like Name, DOB, address
etc. of the resident stored in CIDR.

b) Authentication of residents through OTP delivered to
resident’s registered mobile number or email id stored in
the CIDR.

c) Authenticate by using any one of the biometric
modalities stored in the CIDR.

d) Authenticate using OTP and any one of the biometric
modalities stored in the CIDR.
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¢) Authenticate using OTP and two of the biometric
modalities stored in the CIDR.

D. Drawbacks and Proposed Solution for Authentication
process in Aadhaar:

In the existing authentication process private Biometric details
may get compromised and get problematic. [6]These are
chances of intentional fraudulent which may takes place by
lifting fingerprints of the resident from different objects that the
resident may touch or by picking iris details of the resident
using high resolution and directional cameras without his/her
consent.

It is suggested to use always at least one private biometric
detail in conjunction with other public authentication details
including the consent of individual. [9][10] It may vary as per
the situations and circumstances but should ensure that right
authentication procedure be implemented. Government has
made Aadhaar mandatory to file Income Tax Return (ITR), to
obtain Permanent Account Number (PAN), to get benefits of
MNREGA, subsidies etc. The inter-linkage of Aadhaar data td)
facilitate benefits to individuals required proper authentication
and identification. Hence there should be clear distinction
between authentication and identity verification required in any
process. It is also required to be incorporated the same in the
Authentication architecture and in the legal and policy
framework [15].

Identification without consent:

Aadhaar number is publicly available to avail various services
and lies across multiple service domains. It increases the risk of
misuse of information of the resident without his or her consent
and leads to multiple breaches in privacy. It also increases the
theft of identity of a resident in various harmful ways.

Lack of mapping between them mitigates the risk of breaches
in privagy and increases the possibility of leakage of Aadhaar
numbers from AUAs database during processing. Aadhaar id is
a lifetime identity and once it gets compromised or identity gets
stolen, it will become very difficult to revoke it.

IV PROPOSED SECURITY SOLUTION TO OVERCOME
THE ISSUES AND SECURITY ARCHITECTURE FOR
IMPLEMENTAION

A. Proposed Solution to overcome the issues:

Each and every resident should be mandatory allotted with
domain-specific identifier. To overcome various issues both
domain-specific identifier and global identifiers should be
mapped and used. The suggested ways to solve authentication
and identification issues are:

1) AUAs should use domain-specific identifiers and should
do the proper mapping between global Aadhaar ids and
various domain-specific identifiers like the bank account,
PAN numbers, passport numbers, driving license numbers,
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ration card numbers etc. It is very much required while
dealings verifications of authentication and identifications
to provide various services to right beneficiaries.

2) UIDAI should issue unique local identifier for different
domains and to associate them cryptographically with the
unique global identifier. It is suggested that to avoid
correlation  across multiple  domains, a strong
cryptographic measures required to be embedded with the
master unique global identifier. It provides a way to make
impossible the chances of identity theft as it will be
difficult to know the global unique identity of an
individual.

3) Allow linking of identifiers lying with different domains
and UIDAI or AUAs in a bidirectional way. Hence a
strong policy framework should be revised having
incorporated data analysis software which should be
cryptographically  secure, should prevent external
correlation attackers, ensure bidirectional linking
between local identifiers embedded with cryptic master
identifiers[16].

B. Proposed Architecture for Security Implementation:

A typical UIDAI system and its interaction with various
stakeholders are shown in the Fig. 3. To implement security in
each of these interactions requires elaborate planning and
careful execution. The reference architecture mentioned in
Fig.3 is dedicated in the following diagram summarizes the key
security pillars that need to be considered for securing the
UIDAI System.
In Distributed System, the first step is to establish trust between
parties. [18] This is done with the authentication process where
the Client sends its password to the server and the server
verifies the password. The sent password may get
compromised if the client sends password over an unsecured
network. It is proposed to use Kerberos, a secured network
authentication protocol. It doesn’t transfers the password over
the secured network and provides much stronger authentication
for all client/server applications.
Working of Kerberos depends upon time sensitive tickets
generated using symmetric cryptography. Kerberos is derived
from Greek mythology where it means three headed dog. They
guard the gates of Hades and in the security the three heads are:
* The user who is trying to authenticate
* The service to which client is trying to authenticate
* Kerberos security server is known as key distribution
centre and is trusted by both the user and the service.
The KDC stores the secret keys (passwords) for the
users and services that would like to communicate with
each other.
KDC provides two main functionalities known as
Authentication Service and Ticket Granting Services.
Authentication Service is responsible for authenticating the
users and services, while the TGS provides a ticket that is time
limited cryptographic message. [20] This ticket is used by
client to authenticate with the server
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Fig.3: Reference Security Architecture

Working of Kerberos: [7] [18] The authentication and
authorization flow in a Kerberos cluster in shown in the Fig. 4.
It primarily aims at Client-Server Model and provides mutual
authentication to both user and the server verify each others.
The protocol follows process in four steps.

e  User Client Based Logon

e Client Authentication

e Client Service Authorization
* Client Service Request

The client authenticates itself to the Authentication Server (AS)
which forwards the wusername to aKey distribution
centre (KDC). The KDC issues a Ticket Granting Ticket
(TGT), which is time stamped, encrypts it using the user's
password and returns the encrypted result to the user's
workstation. This is done infrequently, typically at user logon;
the TGT expires at some point, though may be transparently
renewed*by the user's session manager while they are logged

mn.
@ Request TGT  [Auth

@ Responds with encrypled session keyv +TGT

— Authentication
; . Service(AS)

Request Service Ticket by providing TGT
Ticket Granting
Auth JT1GT | Service(TGS)

Hincrypied Session Key and Ticket Granted for service access \l KDC
Client
-

Authanticates with
Service Tihet

Authenticator

L

@ Server responds with encrypied Stmp

[ Jam |_—.| Sover |

1GT Ticket Granting Ticket

Sexsion Key
Citanting Sevice

Fig. 4: Working of Kerberos
When the client needs to communicate with another node
("principal” in Kerberos parlance) the client sends the TGT to
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the Ticket Granting Service (TGS), which usually shares the
same host as the KDC. After verifying the TGT is valid and the
user is permitted to access the requested service, the TGS
issues a Ticket and session keys, which are returned to the
client. The client then sends the Ticket to the service server
(SS) along with its service request.

Kerberos protocol is executed generally 3 phases and they are:
* o Phase Il in Kerberos
In the first phase the user logs on to the Authenticating
agency and it provides the user with a ticket of logging
in to the session.

Log in

(=]

It gives o tickel

Fig. 5: Phase | in Kerberos

e Phase Il in Kerberos
In the second phase the user tries to connect to the data
server agency and asks permission to access data. The
data server requires the user to provide it with a token,
so that it can know that it is the authenticate user which

can be permitted to use data.

Data Server Agency

Login

It asks for token

Fig. 6: Phase Il in Kerberos

e  Phase III in Kerberos

In the third phase the user again connects to the given
by the data server agency. Thus the authenticating
agency and sends them the same message as
authenticating agency creates a token (which contains a
secret key shared between authenticating agency and the
data server). This token is forwarded by the user to the
data serve, which verifies and then gives permission to
the user to access the data,

Since the protocol is time-sensitive, it is required that all
the machines which communicate with each other
should have the time synchronized with a maximum lag
of five minutes. If any server time offsct is more than
five minutes, it will not be able to authenticate.
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Fig.7: Phase [II in Kerberos

Advantage of Kerberos: [7] [18] The advantage of usin
Kerberos: :

s A password never travels over the network. Only time
sensitive tickets will travel over the network.

e Passwords or secret keys are only known to the KDC
and the principal. This makes the system scalable for
authenticating a large number of entities, as the entities
only need to know their own secret keys and set that
secret key in KDC.

«  Kerberos supports passwords or secret keys to be stored
in a centralized credential store that is LDAP complaint.
This makes it casy for the administrators to manage the
system and the users.

e Servers don’t have fo store any tickets or any client-
specific  details to authenticate a client. The
authemtication request will have all required data to
authenticate the client. The server only needs to know
its own sceret key to authenticate any client.

®*  The client authenticates with KDC and gets the TGT
that is used for all subsequent authentications. This
makes the overall authentication system faster, as there
is no need for any lookup against the credential store
after the first authentication is done.

#~ Hadoop Security Implementation in UIDAI

It is very complex and difficuit to enforce security in UIDAI
according to the current requirement. [20] The present and
alarming security requirement proposed for the UIDAI System
are:

User-Level access control:

¢ Users should only be allowed to access authorized data.

s Submission of jobs to the Hadoop cluster should be
allowed to authenticated users only.

¢ User should have permissions to modify their jobs only.

¢ Only authenticated services should get register with Data
Nodes or Task Tracker.

¢ Data block access within Data Node needs to be secured,
and only authenticated users should be able to access the
data stored in the Hadoop cluster.

Service Level Access Controls:

e Scalable Authentication: Hadoop clusters and the
authentication models should be scalable to support
such large network authentication.

“e Impersonation: Hadoop services should be able to
impersonate the user executing or accessing the jobs so
that the correct user isolation can be maintained.

® Self-Served: Hadoop jobs run for long durations, so they
should be able to ensure that the jobs are able to self-
renew the delegated user authentication to complete the
job.

e Secure IPC: Hadoop services should be able to
authenticate  each other and ensure secured
communication between them. To achieve the
preceding, Hadoop  leverages the  Keiberos
authentication protocol and some internal- gencrated
tokens to secure the Hadoop clusters.

User and Service authentication

Hadoop’s remote procedure call using Simple authentication
and Security Layer should be used for User authentication to
Name Node and Job Tracker. Kerberos should be used as
authentication protocol to authenticate the users within SASL..

All Hadoop services support Kerberos authentication. A clieni
submits the Map Reduce job to the job Tracker. Map Reduce
jobs are usually long running jobs and they need to access the
Hadoop resources on behalf of the user. This is achieved using
Delegation Token, Job Token and the Block Access Token.

Delegation Token

It is a two party authentication protocol which is based on
JAVA SASL and Digest — MD5. A delegation Token is used
between the user and the Name Node to authenticate the user.
Once the user authenticates them with Name Node using
Kerberos, the user is provided with the delegation Token by
Name Node. The user doesn’t have to perform Kerberos
Authentication once he/she obtains the delegation Token. The
user also designates the Job Tracker or Resource Manager
process as the user that will renew the Delegation Token as part
of the Delegation Token Request. '

The Delegation Token is secured and shared with Job Tracker
or Resource Manager after authentication and Job Tracker will
use the Delegation Token for accessing HDFS resouice cn

chalf of the user. Job Tracker will autcmatically renew thiz
Delegation Token for long running jobs.
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Job Token

A job runs on the Task Nodes and the user has to be secured in

Task Nodes. When the user submits Map Reduce Jobs to Job
Tracker, it will create a secret key that will be shared with the
Task Tracker that will run the Map Reduce job. This secret key
is the Job Token. The Job Token will be stored in the local disk
of Task Tracker with permission only for the user who
submitted the job. Task Tracker starts the child JVM task i.e.
Mapper or Reducer using the user id that submitted the job.
Thus, the child JVM will run securely with Task Tracker using
this Job Token. The Job Token is used to ensure that an
authenticated user submitting the job in Hadoop has access to
only the folders and jobs for which he is authorized in the local
file system of Task Nodes. Once the Reduce jobs are started in
Task Tracker, this Task Tracker contacts Task Tracker that
runs the Map Task and fetches the mapper output files. The Job
Token is also used by Task Trackers to securely communicate
with each other.

Block Access Token

Block Access Token is the token provided by Name Node to a
Hadoop Client.[19] BAT is used to ensure that only authorized
user have access permission to access the data blocks stored in
the Data Nodes. Hadoop Client when requests for data from
HDFS, the client need to fetch the data blocks directly from the
Data Node just after the client fetches the block id from Name
Node. There should be a secured mechanism where the user
privileges are securely passed to Data Node. When a client
wants to access the data stored in the HDFS, it requests Name
Node to provide the Block lds for the files. Name Node verifies
the requested users permission for the file and provides the list
of block IDS and data Node Locations. The Client then
contacts Data Node to fetch the required Data Block. To ensure
that the authentication performed by Name Node is also
enforced af Data Node, Hadoop implements the BAT.

The Block Access Token implements a symmetric key
encryption where both name Node and Data Node shares a
common secret key. Data Node receives this secret key once it
registers with Name Node and is generated periodically. Each
of these secret keys is identified by KeyID.

BAT is a lightweight and contains expiration Date, KeyID,
ownerlD, blockID and access modes. The access modes define
permission available to the user for the requested block ID. The
BAT generated by Name Node is not renewable and needs to
be fetched again once the token expires.BAT has a lifetime of
10 hrs. This BAT ensures that the data blocks in Data Node are
secured and only authorized users can access the data blocks.

The Proposed key steps in overall Hadoop Kerberos operations

are:
e All Hadoop services authenticate themselves with KDC,
Data Node registers with Name Node. Similarly, Task

Tracker registers itself with Job Tracker. Node
Managers register themselves with Resource Manager.

* A Client authenticates with KDC. A Client requests
service tickets for Name Node and Job
Tracker/Resource Manager.

e For any HDFS file access, a client contacts the Name

Node server and requests the file. Name Node

authenticates the client and provides the authorization

details to the client along with the Block Access Token

(BAT). The BAT is a user required by Data

* Node to validate the authorization of the client and
provides access to the corresponding blocks.

For a Map Reduce Job submission in the Hadoop cluster, the

client request for a Delegation Token from Job Tracker. This

Delegation Token is used for submitting a Map Reduce Job to

the cluster. The Delegation Token is renewed by Job Tracker

for long running jobs.

V.CONCLUSION

In this paper looking at the various existing security features in
UIDAI System and Authentication Process, drawbacks have
been drawn out. On the basis of existing drawbacks, various
security alternatives, privacy protection required in the system,
Reviewed  architecture is proposed with suggested
implementation of Kerberos, a secured network authentication
protocol that provides strong authentication for client/server
applications without transferring the password over the
network. In future T would like to work on different security
algorithms required to be implemented on Network layer, Data
layer and application layer.
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Abstract

Medical images are arduous to process since they possess distinct modalities. Therefore,
the medical practitioners cannot competently detect and diagnosis the diseases in

- conventional ways. There should be a system which helps physicians to understand
medical images very easily. Image segmentation using edge detection is commonly used
for image analysis and better visualization of medical images. Various methods have
been used for image segmentation such as Threshold detection, Region detection, Edge
detection and Clustering technique. Edge detection is one of the prominently used
methods for segmentation. This technique focuses on identifying and analyzing the entire
image based upon the detected edges. In this paper, MRI images of human body parts
such as abdomen, ankle, elbow, hand, knee, leg, liver and brain are considered for edge
detection. Further, filtering has been performed on the segmented images to remove the
unwanted noise. This makes the image more clearly for further reference. The
effectiveness of the proposed technique has been evaluated quantitatively by using the
performance measures like Entropy and Standard Deviation. The proposed technique
may be highly beneficial for medical practitioners to carry out the diagnosis for effective
treatment.
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Abstract. Medical images are arduous to process since they possess distinct
modalities. Therefore, the medical practitioners cannot competently detect and
diagnosis the diseases in conventional ways. There should be a system which
helps physicians to understand medical images very easily. Image segmentation
using edge detection is commonly used for image analysis and better visual-
ization of medical images. Various methods have been used for image seg-
mentation such as Threshold detection, Region detection, Edge detection and
Clustering technique. Edge detection is one of the prominently used methods for
segmentation. This technique focuses on identifying and analyzing the entire
image based upon the detected edges. In this paper, MRI images of human body
parts such as abdomen, ankle, elbow, hand, knee, leg, liver and brain are con-
sidered for edge detection. Further, filtering has been performed on the seg-
mented images to remove the unwanted noise. This makes the image more
clearly for further reference. The effectiveness of the proposed technique has
been evaluated quantitatively by using the performance measures like Entropy
and Standard Deviation. The proposed technique may be highly beneficial for
medical practitioners to carry out the diagnosis for effective treatment.

Keywords: Image segmentation + Medical images - MRI - Edge detection
Entropy + Standard deviation + Noise removal

1 Introduction

With the modern approach in the field of information technology, the revision in the
analysis of the medical images has devoted noticeably to the early diagnosis of various
diseases. Image segmentation especially edge detection technique give much knowledge
that help to explain the medical images and improve the sharpness of detection and
- further diagnosis of different diseases. Image Segmentation is the process of dividing an
lmage into meaningful structures where each pixel has same attributes [1]. The pixel is
“similar on the basis of criteria such as texture, color or intensity. Image segmentation
aims at improving the pictorial information for interpretation. This process can be
achieved by converting a low level image into high level image which may deem to be a
challenging task as an image is never partitioned accurately for analysis [2]. One of the

© Springer Nature Singapore Pte Ltd. 2018
B. Panda et al. (Eds.): REDSET 2017, CCIS 799, pp. 164-176, 2018.
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processes of achieving the same is through Edge detection techniques. The reason
behind implementing an edge detector to a set of images is highly suggestive of
reduction in amount of data to be processed. This further overlooks insignificant data
and captures important properties of an image. Various types of edge detection operators
such as Sobel, Roberts, Prewitt, Canny and LoG can applied to study the results on a
particular image [3]. The aim of the paper is to study these edge detection techniques and
apply them on the MRI images of different body parts to analyze the results. Image
Segmentation plays a vital role in medical image processing, particularly for ditferent
body parts abnormalities detection in Magnetic Resonance Imaging (MRI) and com-
puted Tomography (CT). The idea behind using MRIs to CT is that the latter doesn’t use
ionizing radiations, hence giving us a clear picture of the health condition [4]. The
results are based upon three parameters 1.e. Entropy, Standard Deviation and Execution
Time. Entropy, generally defines the amount of information which must be used o
compress the image by any compression algorithm [5]. Similarly, the standard deviation
explains the variation of the results from the actual value of any parameter in an image.

Moreover, image seized from different sources suffer deterioration which affect the
essential features of the image and makes image study difficult. Image restoration
attempts to restore the degraded images by removing noise from the image. The
process of image restoration completely depends upon accuracy of image analysis and
generally removes unwanted pairs [6]. It studies entire degradation process and eval-
uates the inverse process to assess the original image. It is an objective process and
restores the approximation of actual image.

In this paper Edge detection techniques are applied with different operators on MRI
images.

A. Magnetic Resonance Imaging:

Magnetic Resonance Imaging (MRI) is a medical imaging technique used to
visualize detailed internal structures of respective body part with the help of magnetic
radiation. It provides three dimensional real-time views of organs mostly for the
soft-tissue. It furnishes good contrast of soft tissue, gives better visualization of
soft-tissue structures like brain, spine, muscles, and joints. The MRI machine used to
capture in multiple body planes without changing the physical positions of the patient
under scanning as it operates in multiple planes. Image segmentation may be widely
used in MRI images of brain to detect tumor and other skin lesion or patches like
abnormalities. Also Image segmentation on MRI images is also useful after surgery to
keep sign the improvement of treatment and to monitor the growth of tumor before
surgery.

2 Edge Detection Technique

Edge detection has turned out to be most competent field in image processing which
helps in locating sharp discontinuities in an image. These discontinuities are blunt
chunges in the intensity of pixels which define the edges of image [7]. The edge
element is crucial and significant feature of an image. There are several edge detection
techniques depending upon the sensitivity of an image which are designed (0 work
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upon in vertical, horizontal and diagonal directions [8]. It must be noted that the
preferred direction of every convolution mask is weighted with highest coefficients.
Apart from edge detection, noise removal also plays an important role in image pro-
cessing. The goal of removing noise is to discard unwanted pixels.

Different edge detection operators:

A. SOBEL:

The Sobel operator is used to perform spatial gradient measurement on any image.
It 1s used for edge detection of two basie types i.e. Vertical Direction and Horizontal
Direction [9]. This operator consists of 3 x 3 convolution mask which is designed in
such a way that every edge whether in vertical or horizontal direction is detected
relative to the pixel grid [10]. The convolution mask of the image is generally smaller
as compared to the actual image. These masks can be applied in any form i.e. Cor-
responding to G, or G, separately or together so as to give an absolute gradient
measurement at each point. The intensity of the function at eight distinct points is
recognized to sample image point. The G, mask highlights the horizontal edges in the
image while G, highlights the vertical edges, it further calculate the difference between
pixel intensities of the particular direction [11]. As it is visible from the mask, the zeros
in the middle row helps to compute the difference between the intensities of the edge
[12]. This operator is disrupted by noise easily, therefore cannot detect outermost
images easily. The basic advantage of using this operator is that weights can be applied
to the coefficients which produce better result.

|G| = VG; + G
Ge = 3., Y. Sobelii; * Igicspjs
Gy =) 2 Sobelyij* Iy +i204j-2

B. ROBERTS:

The Roberts operator is used to highlight the high spatial frequency of the corre-
sponding edges of any image. The kernels used for this operator are rotated by 90"
therefore the convolution mask is designed to give the maximum results of the edges
running at 45 . Similar to Sobel Operator, the edges can be detected separately or
absolute gradient can be computed by combining Gx and Gy [13]. The convolution
masks are given below:

- 2 2
IG| = VG, + G,
Robert also proposed the following equation:

Yiji = /i)

zij =/ Wij =Yl jeip T i1, — Yij+1)?
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X: Initial density of the image.
- Computed derivate.
i, - Location of image.

C. PREWITT:

This technique was devised to conquer the problems of Sobel operator i.e. absence
of smoothing modules. It detects the edges in both vertical and horizontal direction
which is a way of finding the approximations in magnitude and orientation of the edge
in an image [14]. It has maximum 8 possibilities of orientation and does not emphasize
on central value of the mask. The kernels of this operator are of least values thereby
preventing blurring and extra trouble. The convolution mask is given below:

G| = VG, +G,

Also, G = /G*x + G’y0 = atan2 (G, . G,)

D. CANNY:

This edge detection technique is also known as optimal edge detector as it focuses
on improving the results as compared to the other operators [15]. This initially
smoothes the image and removes the noise and then gives the output of spatial gradient
measurement on any image. This filter helps to smoothen the noise as well detects the
edges meticulously. It works to satisfy the conditions like localization of edge, low
error rate and single edge detection. The gradient is calculated using the Gaussian filter
[16]. The edge identification image is then exhibited to thresholds followed by the
process of hysteresis to suppress the non suppressed pixels.

E. LoG:

The laplacian of Gaussian is 2D isotropic measure of 2nd special derivative of the
image which focuses on highlighting the region where the intensity of the image
changes very rapidly [17]. Therefore this is a highly used edge detection technique. The
operation of this detector works in a way that it first smoothes the noise using the
Gaussian filter and then gives the output as a gray image only [ 18]. The laplacian of an
image is as given below:

) B
=2ty

As it can be seen that all the three filters deal with second derivate measurement of
the image, it becomes necessary to first smoothen the image so as to reduce the noise
and then the Gaussian filter is applied [19, 20].
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3 Measuring Parameters of Image Analysis

The quality of any image can be determined on two basis i.e. subjective or objective.
The subjective as the name suggests consumes more time as compared to the latter. In
our work, we have considered two quantity measures as given:

A. Standard Deviation:

The standard deviation is the measure of distribution of the set of data from its
mean. It measures the absolute instability of a distribution [21, 22]. Higher instability
depicts higher standard deviation. Generally, continuous data is required to calculate
standard deviation. It is given by:

=
»>

B. Entropy:

Entropy as defined by the Math works is a statistical measure of randomness that
can be used to characterize the texture of input image [23]. Images with low entropy
have low contrast whereas high entropy depicts high contrast in an image but are
troublesome to compress. It is given by:

L-1
| EZ—ZPﬂngP;
i=0

“* In our work, we have dealt with the MRI images of different body parts. MRI
(Magnetic Resonance Imaging) is a medical imaging technique used in radiology to
- form pictures of the anatomy and the physiological processes of the body in both health
and disease. On the images of different body parts, several operators have been applied

to study the result.

4 Noise Removal

Digital images play fundamental role in the field of research, medical imaging and
information systems using satellites. The images collected from distinct sources are
noisy hence de-noising techniques are applied so as to achieve better results for
analysis. De-noising still prevails as a challenge in the research therefore techniques
like image enhancement are used to improve the image quality. The filtering techniques
are treated as first step to obtain images rich in quality.
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A. Salt and Pepper:

The pixels in the image get destroyed due to transformation from analog to digital
domain. These corrupted images are known as impulse noise which are of two types
i.e. fixed value impulse noise and Random value impulse noise. The fixed impulse
noise is also referred to as Salt and Pepper which accepts only 2 values, either O for
pepper or 255 for salt. The random value impulse noise whereas can accept any value
ranging from O to 255. This noise generally occurs in an image due to defects in
camera‘s sensor cell or synchronization errors (Fig. 1).

Probability

A

@ b GraylLevel

Fig. 1. Probability density functions of salt and pepper noise

B. Wiener:

When an image is blurred using a low pass filter, the original image can be obtained
by using the process of inverse filtering, however this process invites additive noise to
the image. The wiener filter optimizes inverse filtering and noise smoothing. It not only
discards the noise but also performs inverse filtering. Wiener filtering in Fourier
domain can be expressed as:

H * (fi,£2)Su (i)

Wifish) =
i) (1H L)) Sex (fi f2) + Sl f2)

While performing image restoration using wiener filter, a low pass filter as shown
below is used to blur the image.

H=116|1
11

The implementation of this filter requires the calculation of power spectra of both
original image as well as additive noise. Power spectrum can be calculated using:

&
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7 = = V(DY (& D]
Where, Y (k, 1) is DFT of observation.

The technique of wiener filter is not highly used but produces best mathematical
results.

C. Poisson Noise:

It is an ambiguous association with the measurement of light and independence of
photon detection. This noise contributes in varying proportion in an image. This
generally occurs when the number of photons is not able to provide exact statistical
information. It is also known as photon noise and is signal dependent whose magnitude
increases with respect to intensity of light.

5 Simulation and Results

MRI images of different body parts such as abdomen, ankle, elbow, hand, leg, liver and
brain have been taken for analysis. Edge detection operators such as Roberts, Sobel,
Prewitt, Canny and LoG have been applied to each image. Further Entropy, Standard
Deviation and Execution time is evaluated from the resultant images. Table 1 depicts
the results obtained from the same highlighting prominent changes in the values of
parameters especially in case of Laplace of Gaussian operator.
From the results shown in Table 1, it is clearly indicated that there are noticeable
changes in the values of Entropy, Standard Deviation and Time for LoG operator.
For abdomen, entropy of original image is 4.0522. Different filters have been
-applied for analysis such as Robert, Sobel, Prewitt, Canny, LoG. Entropy of resultant
‘Tmages after applying filters are different from original image such as 4.0522, 0.1539,
4.0522, 4.0522, 4.0522, and 4.0757 are the entropy of different operators respectively.
For ankle, entropy of original image is 7.0966. Entropy of resultant images after
applying filters are different from original image such as, 0.1887, 7.0966, 7.0966,
7.0966, 7.0966 and 6.9408 are the entropy of different operators respectively.
For elbow, entropy of original image is 6.2733. Entropy of resultant images after
applying filters are different from original image such as, 0.1741, 6.2733, 6.2733,
6.2733 and 6.0439 are the entropy of different operators respectively.
For hand, entropy of original image is 4.9325. Entropy of resultant images after
applying filters are different from original image such as 0.1642, 4.9325, 4.9325,
4.9325 and 4.5715 are the entropy of different operators respectively.
For knee, entropy of original image is 4.1647. Entropy of resultant images after
applying filters are different from original image such as, 0.1490, 4.1647, 4.1647,
4.1647 and 4.5715 are the entropy of different operators respectively.
For leg, entropy of original image is 5.2013. Entropy of resultant images after
applying filters are different from original image such as, 0.1446, 5.2013, 5.2013,
5.2013 and 5.3754 are the entropy of different operators respectively.
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Table 1. Analysis of different operators on MRI of different body parts
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Image Original Roberts Sobel Prewitt Canny LoG |
Image |
Ahdomen L
|
Entropy 4.0522 0.1539 Y 40522 4.0522 4.0522 40757
Standard 44,0048 0.1475 44.0049 44 0049 44.0049 43.4800 i
Deviation |
Execution 0.116400 1.849964 0.950286 1.977930 2.329548 0.292388 |
Time (In Sec) :
Ankle ‘
|
Entropy 7.0966 0.1887 7.0966 7.09606 7.0966 69408
|
\
Standard 64.1354 0.1674 64.1356 64.1356 64.1350 62.0044 |
Deviation |
Execution 0.025406 0.364964 0.166824 0.294917 0.320282 0.056844
Time (In Sec) }
Elbow \
|
|
Entropy 62733 0.1741 5770 62733 62733 50430 |
i
Standard 52.2844 0.1593 52.2846 52.2846 52.2846 49.7832 |
Deviation
Execution 0.027801 0.291431 0.195056 0.571107 0.373559 0.067847
Time (In Sec)
Hand
Entropy 4.9325 0.1642 4.9325 49325 4.9325 45715
Standard 56.3903 0.1536 56.3903 56.3903 563903 ¥ 54.3642
Deviation B | l, I
Exccution 0.05340606 0.866227 0.426349 0.789168 | (.898489 S 0145112 l
Time (In Sec) |
Knee

(continued)
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Table 2. (continued)

Entropy 4.1647 0.1490 4.1647 4.1647 41647 41790 |
Standard 68.6057 0.1436 68.6057 68.6057 68.6057 68.1572
Deviation : |

Execution 0.148529 2.613820 1.324256 2.792228 2453288 0.388934 |

Time (In Sec)
Leg

Entropy 5.2013 0.1446 5.2013 5.2013 5.2013 i 5.3754
Standard 48.0656 0.1419 48.0659 48.0659 48.0659 46.5672
Deviation

Execution 0.055868 1.365116 0.520580 0219118 1.057049 0.156223

Time (In Sec) '
Liver

Entropy 5.8791 01870 | S8791 58791 | 58791 s9122 |

| !

Standard 52.0688 0.1665 © 52.0688 [ 52.0688 52.0088 ; 50.2168 1

Deviation | B N et

Execution 0.055593 1.286821 0.472204 0.866820 1.024173 151872

Time (In Sec) o - __jad R i S5 . ‘
Brain

Eutropy 5.0652 0.2291 5.0652 5.0652 5.0652 5.1647
Standard 39.429] 0.189] 394203 39.4203 394293 34,3848
Deviation .

Execution 0.019450 0.209662 0.137743 0.207306 0.186673 0.048438
Time (In Sec) RS T (s S e (R Ty pon AR RO, 5

'

different operators such as Robert,
image from Table 1.

From the results shown in Table 2, it is clearly indicated that there are noliceable
changes in the values of Entropy, Standard Deviation and Time for LoG operator.

For abdomen, Entropy of the original image is 4.0522 and 4.0757 for LoG operator.
For ankle, the entropy of original image is 7.0966 and 6.9403 for LoG operator. For
elbow, the entropy of original image is 6.2733 and 6.0439 for LoG operator. For hand,
the entropy of original image is 4.9325 and 4.571 for LoG operator. For knee, the
entropy of original image is 4.1647 and 4.1790 for LoG operator. For leg, the entropy

Sobel, Prewitt, Canny, LoG applied on resultant
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Table 1. (continued)

Time (In Sec)

Image QOriginal Roberts Sobel Prewitt Canny LoG
Image
Entropy 4.1647 0.1490 4.1647 4.1647 4.1647 4.1790
Standard 68.6057 0.1446 68.6057 68.6057 68.6057 68.1572
Deviation
Execution 0.148529 2.613820 1.324256 2.792228 2.453288 0.388934
Time (In Sec) .
Leg [
I |
Entropy 5.2013 0.1446 5.2013 5.2013 52013 | 53754 |
Standard 48.0636 0.1419 48.0659 48.0659 48.0659 46.5672
Deviation
Execution 0.055868 1.365116 0.520580 0.919118 1.057049 0.156223

Time (In Sec)

Liver
|
Entropy 58791 | 0.1870 | 5.8791 5.8791 58791 59122 |
Standard 52.0688 0.1665 52,0688 52.0688 52.0688 50.2168
Deviation
Execution 0.055593 1.286821 0472204 0.866820 1.024173 0.151872
Time (In Sec) — B |
Brain
Entropy 5.0652 0.2291 5.0652 5.0652 5.0652 5.1647
Standard 39.4291 0.1891 39.4293 39.4293 39.4293 34,3848
Deviation
Execution 0.019450 0.209662 0.137743 0.207306 0.186673 0.048438

For liver, entropy of original image is 5.8791. Entropy of resultant images after
applying filters are different from original image such as, 0.1870, 5.8791, 5.8791,
5.8791 and 5.9122 are the entropy of different operators respectively.

For brain, entropy of original image is 5.0652. Entropy of resultant images atter
applying filters are different from original image such as, 0.2291, 5.0652, 5.0652,
5.0652 and 5.1647 are the entropy of different operators respectively.

Further noise removal techniques have been applied to perform image restoration
on the above resulting images to perceive and conclude the development of best
operator and better image quality. Table 2 explains the noise removal techniques with
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Table 2. Noise removal techniques with different operators on resultant images of Table |

Image Original Robert Sobel Prewitt Canny LoG
Image ‘
Abdomen 1
Entropy 3.0522 0.1539 4.0522 40522 | 4.0522 40757
Standard 44.0048 0.1475 44.0049 44.0049 44.0049 43.4800 |
Deviation - - Lo - ]
Execution 0.116400 | 849964 | 0.930286 1.9779340) 2329548 0.292388 |
Time (In Sec) |
Ankle ’ n
A
| |
Entropy 7.0966 0.1887 7.0966 7.0966 | 7.0966 i 69408
Standard 64.1354 0.1674 64.1356 64.1356 [ 64.1350 62.0044
Deviation
Execution 0.025406 0.364964 | 0.166824 0.294917 0.320282 0.056844 l
Time (In See) |
Elbow }
i
|
|
;
Entropy 6.2733 0.1741 6.2733 6.2733 6.0439 |
Standard 52.2844 0.1593 52.2846 | 52.2846 52.2846 49.7832 |
Deviation |
Execution 0.027801 0.29143] 0.195050 | 0.571107 | 0.373559 0.067847
Time (In Sec) 1 ) o )
Hand
|
[ Entropy | 4.9325 49325 | 49325 | 10395 45715
| | | | | {
l | N S S S _ |
: Standard | 563903 0.1536 56.3903 363903 36 3903 543640 |
Deviation [ 7
Exccution 0.053466 0.866227 0.426349 0.789168 (.898189 0145112 i
Time (In See) |
Knee !

i

|

(continued)
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of original image is 5.2013 and 5.3754 for LoG operator. For liver, the entropy of
original image is 5.8791 and 5.9122 for LoG operator. For brain, the entropy of
original image is 5.0652 and 5.1647 for LoG operator.

6 Conclusion

Although edge detection is an initial step-in reviewing an image but it becomes crucial
to understand different types of edge detection techniques. On the basis of the analysis
of different MRI images, it 1s clear that LoG proves to provide better results as com-
pared to Roberts, Sobel, Prewitt and Canny. The operators can be localized as per the
requirement of a user to conform to an environment. Similarly the noise removal
techniques also are essential to produce a relevant analysis and study of the images, in
support of this, the results of the same give us a clear picture that wiener filter continues
to give better results, although there are minute variations but they play very important
role in detection algorithms and noise removal techniques.
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